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Overview

• Integrated graph neural network to predict SARS-Cov-2 protein structures
• Builds upon cutting-edge research to practical solutions
• Utilizes research techniques, programming, and agile project management



Relevance 



Problem

• Pressing need to disseminate information to researchers
• Slow process to obtain structure of  complete proteins from experiments  
• Knowing the protein structures aids to vaccine development



SARS-Cov-2 proteins with unknown structures



Solution

• Integrated graph neural network to predict atom-level structure of  
SARS-Cov-2 protein from Cryo-EM Data



Deep Tracer for atom identification

➔Deep Tracer is a web application that 
determines the structure of  a protein 
complex and allows the user to 
recognize carbon-⍺ atoms from 
cryo-EM density map.

https://deeptracer.uw.edu/home



Resample Data Grid

Normalize Density Map

UNet Prediction

Trace Backbone

Cryo-EM Map

Deep Tracer for atom identification



Current Limitation for Deep Tracer

Good: Accurate prediction on Ca locations

Blue: True structure
Red: Predicted structure by Deep Tracer

Limit: local connections between Ca atoms are not always good

This points connection is incorrectly placed



Backbone tracing in Protein structure prediction

Cryo-EM Map

Atom identification by 
deep learning

Backbone tracing 
algorithm



Similar problems in Computer Science

CitiesCa atoms

Difference:
● Among cities, the distance between adjacent points 

may differ 
● Among Ca atoms, the distance between adjacent 

residues is around 3.8



Introducing Traveling Salesman in a Graph Neural Network

Nazari, Mohammadreza, et al. "Deep 
Reinforcement Learning for Solving the 
Vehicle Routing Problem." arXiv preprint 
arXiv:1802.04240 (2018).

Our goal/contribution:

• Algorithm for the connections between atoms
• Practicing traditional traveling salesman algorithm
• Generalize from 2D to 3D training
• Improve computational efficiency, and reduce running time
• Utilize deep learning to form connections



Data Formatting

• List of  3D data points
• Connections between point sets 
• Implement changes into our previous network 
• Separate train, validation, and test data 

CA coordinatesTrue routes

Training sample

Training set



How we use deep learning for TSP?

- The network acts a decoder network. Since the dataset is not in an 
initial order, it directly embeds each batch.  

- The saved optimized model from this point onward can be used on test 
data without routes. 

Inputs: spatial data 
points (x, y, z 
coordinates of  
atoms), and 
adjacent matrix

Outputs: routes 
between atoms

Generate loss 
gradients based 
upon metric over 
time 

Compute error 
scores (overall 
distance in the 
routes)

Create a training set 
of  data from known 
protein structures 
(332 proteins)

Train: Treat each protein 
structure as a graph, where 
vertex is the Ca atom, edge is 
the backbone routes

Prediction: Input is Ca 
coordinates, output: pred edge



Graph neural network for link prediction
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K-Neighbors connections

Predicted connections



Results from GNN

• 92% training accuracy 
• Modest but noticeable improvement from last model 

• 81% testing accuracy





Problem: Results on test set 



Problem: Results on Predicted Length from GNN 

• 912 true length vs 1112 predicted length on single protein for example 
• Next step, improve mode to match predictions on learned proteins 
• This would require obtaining more training data to create a better estimated 
model  

• It was faster 



Self  Organizing Map

• Invented by Teuvo Kohonen around 1980

• Maps input vectors of  any dimension onto 

map with one, two or more dimensions

• Unsupervised learning ANN (artificial 

neural network)



Use SOM to solve TSP

● Given 2 dimensional input (coordinates)

● Create a network with an adequate amount of  neurons

● Choose a random city and calculate the winning neuron 

(minimum euclidean distance)

● f(σ, d) = e(-d^2/σ^2)  (Neighborhood function)

● Wnew
i = Wold

i + α ⋅ f(σ, d) ⋅ (xi − Wold
i) 

● Decay the learning rate 

● Finally, calculate the distance of  the route we just found

SOLVING TRAVELLING SALESMAN PROBLEM BY USE OF KOHONEN 
SELF‐ORGANIZING MAPS

http://acta.fih.upt.ro/pdf/2012-4/ACTA-2012-4-01.pdf





Demo of  SOM in 2D data



     x      y       z
0    27.552  4.354  23.629
1    24.179  4.807  21.907
2    21.218  2.742  20.697
3    20.409  2.806  16.978
4    17.867  5.477  16.127
..      ...    ...     ...
346  16.970  3.518  33.655
347  14.622  1.905  36.176
348  14.865 -1.931  36.779
349  12.787 -5.145  36.901
350  13.090 -7.723  39.782

How can we apply the existing algorithm to 3D protein 
structure?

Input: Atom coordinates in protein structure



Cryo-EM Map

Predicted 
structure

Demo of  SOM in 3D data



Evaluation from Deliverable 2
• Given 351 alpha carbon coordinates

• True backbone length in protein structure: 1332.0114119494347 

• Our result: 1547.749479666934



Subtour elimination in Deliverable 3



Subtour elimination



SOM vs Subtour elimination

SOM’s plot Subtour elimination’s plot



SOM vs Subtour elimination

Protein true length: 1332.0114119494347

Technique Result Accuracy Elapsed time

SOM 1547.749479666934 ~ 86% ~ 6 minutes

Subtour elimination 1356.8292035917223 ~ 98% ~ 1 hour and a half



SOM vs Subtour elimination (predicted 
lengths)





SOM vs Subtour elimination (run time)





Questions?



Subtour elimination 

     x      y       z
0    27.552  4.354  23.629
1    24.179  4.807  21.907
2    21.218  2.742  20.697
3    20.409  2.806  16.978
4    17.867  5.477  16.127
..      ...    ...     ...
346  16.970  3.518  33.655
347  14.622  1.905  36.176
348  14.865 -1.931  36.779
349  12.787 -5.145  36.901
350  13.090 -7.723  39.782

          0          1          2    ...        348        349        350
0     0.000000   3.814135   7.163430  ...  19.323139  22.008685  24.817792
1     3.814135   0.000000   3.807341  ...  18.797011  21.298826  24.484331
2     7.163430   3.807341   0.000000  ...  17.911679  19.896134  23.233980
3     9.882032   6.520118   3.806513  ...  21.101059  22.764868  26.161996
4    12.302047   8.584791   6.292402  ...  22.144877  23.878701  27.506704
..         ...        ...        ...  ...        ...        ...        ...
346  14.601311  13.843652  13.658603  ...   6.624349  10.152910  13.377392
347  18.182676  17.417296  16.846579  ...   3.890701   7.320885  10.394645
348  19.323139  18.797011  17.911679  ...   0.000000   3.829199   6.761353
349  22.008685  21.298826  19.896134  ...   3.829199   0.000000   3.877893
350  24.817792  24.484331  23.233980  ...   6.761353   3.877893   0.000000

Coordinates Distance matrix 



Evaluation

• Given 351 alpha carbon coordinates

• True backbone length in protein structure: 1332.0114119494347 

• Our result: 1356.8292035917223



Next steps-Deliverable 4

• Incorporate SOM technique’s speed and subtour elimination technique’s accuracy 

• Improve deep learning training using larger datasets

• Evaluate all algorithms on real coronavirus protein datasets

• Create an independent package for Deep Tracer to use 

• Implement web-based front end for users to input data 



Traveling salesman problem

• Find the shortest route possible that 

traverses all cities in a given map only once

• NP-complete 

• O(n!)

• Consider methods to find sub-optimal 

results



Existing algorithm  
• Self  Organizing Map as heuristic

• Uruguay, containing 734 cities with an optimal tour of  79114.

• 17351 iterations, 23.4s, length: 85072.35, only 7.5% longer than the optimal tour



Cryo-EM

• Cryogenic Electron Microscopy
• Flash freezes proteins for highly accuracy structures
• Data is stored as a density map of  the entire protein



Cryo-EM



SOM vs Subtour elimination

SOM’s predicted structure Subtour elimination’s predicted structure



Graph Neural Networks for protein structure prediction

• GNN’s abstract tasks into vertices (amino acids) and edges (C⍺ connections)
• Widely-applied, especially useful for capturing the structural properties of  a graph
• Our goal is to create a connected graph of  carbon-⍺ in protein backbone structure

The Alpha Carbon is the key 
identifier for relational 
structures of  amino acids 

http://biocomp.chem.uw.edu.pl/tools/surpass



Our Objective

➔We hope to build off  of  this technology in our solution 

➔Goal: Improve Accuracy of  their model and build tertiary protein structures.

★ Efficient backbone tracing (Connecting the backbone Cα atoms using GNN)

★ Amino acids assignment (Mapping the amino acids from the protein sequences onto the backbone traces)

★ Structure refinement (Reconstruct the missing regions, improve the model's stereochemical quality)



Solution

• Integrated graph neural network to predict Sars-Cov-2 protein structures 
from Cryo-EM Data



3D Visualization of  Structures

• Our algorithm generates routes given a new set of  points: 
• Our algorithm is only 12% off
the true backbone structure when 
given ample training (>20 epochs)

https://arxiv.org/abs/1802.04240



Next Steps

• Accumulate training and testing data for project development

• Design and implement backbone graph neural network to achieve our goals

• Solicit feedback to finetune and improve the method

• Create a web interface to interact with the method as a client



Accountability 

• Weekly Team Meetings
• Weekly Reports 
• Agile management and changing of  stories and requirements (if  
necessary)

• We recognize this is a research-based project, exempt from some standard Agile 
practices

• Knowledge shares and literature reviews to further our understanding


